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Predicting Feature-based Similarity in the News Domain Using Human
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ALAIN D. STARKE, Wageningen University & Research, The Netherlands and University of Bergen, Norway
SEBASTIAN @OVERHAUG LARSEN and CHRISTOPH TRATTNER, University of Bergen, Norway

When reading an online news article, users are typically presented ‘more like this’ recommendations by news websites. In this study,
we assessed different similarity functions for news item retrieval, by comparing them to human judgments of similarity. We asked 401
participants to assess the overall similarity of ten pairs of political news articles, which were compared to feature-specific similarity
functions (e.g., based on body text or images). We found that users indicated to mostly use text-based features (e.g., title) for their
similarity judgments, suggesting that body text similarity was the most representative for their judgment. Moreover, we modeled
similarity judgments using different regression techniques. Using data from another study, we contrasted our results across retrieval

domains, revealing that similarity functions in news are less representative of user judgments than those in movies and recipes.
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1 INTRODUCTION

Similarity functions are central to recommender systems and information retrieval systems [13]. They assess the
similarity between a reference article and a set of possible recommendations [27]. Using a dataset with political news
articles, this paper employs a semantic similarity approach to assess the utility of different feature-based similarity

functions in the news domain, grounding them in human judgments of similarity.

1.1 Problem Outline

News retrieval faces several domain-specific challenges. Compared to leisure domains (e.g., movies), news articles are
volatile, in the sense that they become obsolete quickly or may be updated later [6]. Consequently, user preferences
may strongly depend on contextual factors, such as a user’s time of day or location [7, 9].

News websites typically present content-based recommendations [13]. A common setup is to present a list of articles
that are similar to the story the user is currently reading, such as depicted in Figure 1. These are often labeled ‘More on
this Story’ (e.g., at BBC News), showcasing similar articles in terms of their publication time or specific keywords.

Whether two news articles are alike can be computed using similarity functions [7, 13]. Features (e.g., title) considered
by such functions should to a large extent reflect a user’s similarity assessment [8], while not being too similar to what

a user is currently reading, for it may lead to redundancy [27]. However, research on feature-based similarity is limited

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not
made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components
of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to
redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.

© 2021 Association for Computing Machinery.

Manuscript submitted to ACM


https://doi.org/10.1145/1122445.1122456
https://doi.org/10.1145/1122445.1122456

53
54

56
57
58
59
60
61
62

63

65

66

68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88

89

91
92
93
94
95
96
97
98
99
100
101
102
103

104

INRA 2021, September, 2021, Amsterdam, NL Starke et al.

Sectlon\

Title —————
Item recommendations

Main image —_—

Author ————
Date of Publication ————

Lead paragraph
Body text
Fig. 1. Different features in a news article, which may be used by a news recommender system to recommend items to a user.

and rather domain-dependent. For example, users browsing on recipe websites tend to use titles and header photos
to assess similarity between recipes, while users of movie recommenders use plot descriptions and genre [28]. As a
result, there is no consensus on which news article features best represent a user’s similarity judgment. This may be
problematic, as similarity functions in recommender systems may be more effective if they reflect user perceptions.
Hence, the current study assesses a set of similarity functions for news article retrieval, particularly for the task
of similar-item recommendation. We ask users of an online news system to judge the similarity between pairs of
news articles, which is used to develop a model to predict news similarity. Subsequently, we perform cross-domain
comparisons, comparing which features are used for human similarity judgments in news, movies, and recipes, using

data from [28]. We posit the following research questions:

RQ1: Which news article features are used by humans to judge similarity and to what extent are different
feature-specific similarity functions related to human similarity judgments?

RQ2: Which combination of news article features is best suited to predict user similarity judgments?

RQ3: How does the use of news features and their similarity functions compare to those used in the recipe and

movie domains?

1.2 Contributions
This paper makes the following contributions:

We advance the understanding of how readers perceive similarity between news articles, in terms of (i) which
article cues or features are reported as important, and (ii) how features correlate with similarity ratings provided
by users, (iii) that user-reported feature importance is not always consistent with the computed correlations.
We show which news information features can predict a user’s similarity judgment.

We juxtapose our news study with findings from the movie and recipe domains, using data from [28], showing
that feature-specific similarity functions in the news domains are less representative of human judgment than
functions in the movie and recipe domains.

We present a reproducible data processing pipeline, available on Github!, and add a benchmarking dataset for
the publicly available Washington Post Corpus news article database.

Uhttps://github.com/Overhaug/HuJuRecSys
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