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Addressing the New Item Problem in Video Recommender Systems by
Incorporation of Visual Features with Restricted Boltzmann Machines

Naieme Hazrati! | Mehdi Elahi?

! Department of Computer Science, Free

University of Bozen - Bolzano, Bolzano, Summary
Italy
2Department of Information Science and Over the past years, the research of video Recommender Systems (RSs) has been mainly

Media Studies, University of Bergen, focused on the development of novel algorithms. Although beneficial, still any algorithm

Bergen, Norway
may fail to recommend video items that the system has no form of data associated to

Correspondence

them (New Item Cold Start). This problem occurs when a new item is added to the catalog
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of the system and no data is available for that item. In Content-based RSs, the video
items are typically represented by semantic attributes, when generating recommendations.
These attributes require a group of experts or users for annotation, and still, the generated
recommendations might not capture a complete picture of the users’ preferences, e.g., the
visual tastes of users on video style. This article addresses this problem by proposing
recommendation based on novel visual features that do not require human-annotation
and can represent visual aspects of video items. We have designed a novel evaluation
methodology considering three realistic scenarios, i.e., (i) Extreme cold start, (ii) Moderate cold
start, and (iii) Warm-start scenario. We have conducted a set of comprehensive experiments
and our results have shown the superior performance of recommendations based on visual

features, in all of the evaluation scenarios.
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1 | INTRODUCTION

Nowadays, finding the right videos to consume has become a big challenge for users due to the enormous Volume, Variety, and Velocity (i.e., 3Vs
of Big Data of producing and sharing video content online. It has been reported that YouTube, as an example of popular video-sharing applications,
has about 1.5 billion active users who consume incredible number of 5 billion videos per day . Due to the 3Vs of this big data, users may feel
desperate when they need to choose among an unlimited choices and they may fail to find their desired videos with relevant content. On the other
hand, due to this characteristics of input data, it could be extremely difficult for video-sharing applications to remedy this problem and support the
users in finding desired video content. Hence, it is not uncommon to observe confused video consumers unable to find interesting content from
the enormous volume and variety of videos they can choose from |/Anderson|(2006).

Recommender Systems can cope with this big challenge by supporting the users when making decision on what to consume /Adomavicius and
Tuzhilin/(2005); |Aggarwal|(2016b); Jannach, Zanker, Felfernig, and Friedrich|(2010); |Lops, De Gemmis, and Semeraro|(2011); |Resnick and Varian
(1997a); [Ricci, Rokach, and Shapira| (2015); |Santos and Boticario| (2015); |Schafer, Konstan, and Riedl|(2001). These decision support systems
can build personalized video suggestions based on the specific tastes and interests of users for videos that can better match users’ needs and
constraints rather than suggesting the popular video content based on generic mainstream tastes |Dwivedi and Bharadwaj (2015); Jannach et al.
(2010); |Resnick and Varian|(1997b); |Ricci, Rokach, Shapira, and Kantor|(2011).
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In recent years, various types of video recommendation algorithms have been proposed and evaluated presenting excellency in performance.
These algorithms typically receive different types of input data, e.g., content-associated data (genre, and tags), and build recommendations on top
of this data/Aggarwal|(2016a); |De Gemmis, Lops, Semeraro, and Basile|(2008); |Gedikli and Jannach|(2013); |Lops et al.|(2011); |Lops, De Gemmis,
Semeraro, Musto, and Narducci|(2013); |Shepitsen, Gemmell, Mobasher, and Burke|(2008). For that, the data is first cleaned, engineered and then
used to create a Vector Space Model where the video items represented as vectors of attributes. Then a set of recommendations for a target user
is generated by finding video items that share similar attributes with the other items that user has preferred in the past.

While the performance of these recommender algorithms can impact the quality of the generated recommendations, however, any type of
algorithms may fail to generate relevant recommendations of video items which have no or very limited amount of associated data |Elahi, Ricci,
and Rubens|(2016); |Li, Cheng, Su, and Sun|(2017); |Lika, Kolomvatsos, and Hadjiefthymiades|(2014); Rubens, Elahi, Sugiyama, and Kaplan|(2015);
Vlachos et al.|(2018). This is a situation known as New Item Cold Start problem, which typically occurs when a new item is added to the catalog of
the system and no input data is available for that item|Hornick and Tamayo|(2012). This is a major problem in video-sharing applications, such as
YouTube where hundreds of hours of videos are uploaded in every minute, by millions of active video makers.

Furthermore, collecting the traditional types of content-associated data, that are typically represented by semantic attributes (e.g., genre, tags),
requires either a group of experts or a network of users |Cantador, Bellogin, and Vallet| (2010); |Cantador, Konstas, and Jose|(2011); |Di Noia,
Mirizzi, Ostuni, Romito, and Zanker|(2012); Milicevic, Nanopoulos, and Ivanovic|(2010); |L. Wang, Zeng, Koehl, and Chen|(2015). This indeed is an
expensive process and needs human efforts. Then recommendations based on these costly semantic attributes still may not properly capture the
true users’ preferences, e.g., the user tastes associated with visual style of videos.

In addressing this problem, this article investigates the potential behind different types of visual features representative of video content in
building quality recommendations for users. We have exploited two different types of visual features, i.e., (i) Mise-en-scéne features|Deldjoo, Elahi,
Cremonesi, Garzotto, Piazzolla, and Quadrana|(2016), and (i) MPEG?7 features |Manjunath, Ohm, Vasudevan, and Yamadal (2001). Both of these
types of visual features can be extracted completely automatic without any need for costly manual human annotation. Hence they can be exploited
by any content-based recommender algorithm capable of incorporating them in the recommendation process|Deldjoo, Elahi, Cremonesi, Garzotto,
Piazzolla, and Quadranal(2016); Deldjoo, Quadrana, Elahi, and Cremonesi|(2017). While these visual features have been used in prior works, they
have never been compared against each-other. In this article, we extend these works by providing an extensive comparison of the recommendations
based on these features, as well as traditional semantic attributes. These novel features are compared not only when used individually but also
when used in combination with traditional semantic attributes.

Prior studies have shown that these visual features are not equally informative of the video content |Deldjoo, Elahi, Cremonesi, Garzotto,
Piazzolla, and Quadranal(2016). Indeed, some of these features better represent the videos and hence can contribute more when used by a rec-
ommender algorithm. Co-linearities and correlations of these features may also negatively affect the recommendation quality. Hence, we designed
and developed an artificial neural network based on Restricted Boltzmann Machines (RBM) and trained it on the extracted visual features. This net-
work can exploit complex connections among neurons and consequently analyze the input raw features. It can then learn and assign different
weights to different input features, according to their representativeness of video content. This type of feature engineering is conducted automat-
ically leading to the computation of the output layer. Finally, the recommender algorithm is trained on this output layer of the neural network and
generated personalized recommendations for users.

In conducting this research work, we have formulated the following research questions:
e [RQ1] Can recommendation based on the visual features, extracted automatically, remedy the New Item problem in extreme cold start scenario;
o [RQ2] Can recommendation based on the automatic visual features effectively remedy the New Item problem in moderate cold start scenario;
o [RQ3] How combining visual features with traditional semantic attributes can improve the quality of recommendation in warm start scenario.

In order to address the research questions, we have designed and developed a novel evaluation methodology that is meant to test the

performance of content-based recommender systems in 3 different scenarios, that can occur in real-world applications:

o Extreme cold start: happens when absolutely no (human-annotated) semantic attributes are available for a video item (as known as extreme new

item problem);

o Moderate cold start: happens when only a limited amount of (human-annotated) semantic attributes are available for a video item (as known as
moderate new item problem);

e Warm start: happens when considerable amount of (human-annotated) semantic attributes are available for a video item.

This evaluation methodology allowed us to test and compare the recommendations based on proposed visual features with the baseline semantic

attributes, in realistic evaluation scenarios. These set of comparisons includes exploiting novel visual features for recommendation generation
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individually or in combination with other types of traditional semantic attributes. The comparisons have been conducted with respect to various
evaluation metrics (i.e., NRMSE, Precision, and Diversity) using a large dataset of more than ~8'900’000 ratings obtained from a large network of
~242'000 users rating ~4000 movie trailers.

The overall results of the evaluation have shown the consistent superiority of the recommendations based on novel visual features over the
traditional semantic attributes, in all of the noted scenarios.

The main contributions of this work are listed on the following:

e we propose a novel technique for video recommendation based on visual features, i.e., (i) Mise-en-scéne and (i) MPEG?7 features; these novel
features can be extracted automatically, without any need for costly human-annotation; the extraction is performed by deeply analyzing the
video items, frame-by-frame, and capturing visual aspects of the videos, encoded within these frames;

e we have developed a novel evaluation methodology specifically designed to test the performance of video recommender systems when

encountering New Item problem in three different scenarios, i.e., (i) extreme cold start, (i) moderate cold start, and (iii) warm start;

e we have adopted two different types of content-based recommender algorithms, i.e., (i) Pure CBF (Content-Based Filtering) algorithm and (ii)
Hybrid FM (Factorization Machines) algorithm, in order to better investigate the effectiveness of the generated recommendations based on
visual features;

e we have evaluated the recommendations based on novel visual features in these evaluation scenarios, when features are used individually or
when used in combination with traditional semantic attributes; we tested the recommendation quality exploiting a large dataset of thousands
of movies trailers, with millions of ratings given by hundreds of thousands of users.

The rest of the article is structured as the following. In section [2]we survey the related work on video recommender systems. In section [3|we
explain the technical details of feature extraction and the video recommendation process as well as Restricted Boltzmann Machines. In section
[ we discuss the developed evaluation methodology and in section[5] we present the obtained results. Finally, in section[8]we provide an overall
discussion on the results and in section[7] we conclude the article and list plans for future works.

2 | RELATED WORK

2.1 | Content-Based Recommender Systems

Early approaches in recommender systems were based on the popular Content-based Filtering (CBF) algorithms. These algorithms model user pro-
files by associating their preferences with the item content |Degemmis, Lops, and Semeraro| (2007); |Eirinaki, Vazirgiannis, and Varlamis|(2003);
Hawashin, Lafi, Kanan, and Mansour| (2019); Jannach et al.|(2010); |Magnini and Strapparava| (2001); |[Martins, Belém, Almeida, and Goncalves
(2016); |Renckes, Polat, and Oysal (2012). The user preferences can be of different forms, e.g., ratings or interactions, and can be elicited explic-
itlyBillsus and Pazzani|(1999), or implicitly|Kelly and Teevan|(2003). The item content can be represented with different forms of semantic attributes,
e.g., item category or item description. These attributes were used by the recommender systems to establish a Vector Space Model|Pazzani and Bill-
sus|(2007a). Accordingly, every item is represented as a multi-dimensional vector associated with the content attributes. This allowed the systems
to compute the relevance of user preferences with respect to the item attributes|Lops et al.|(2011); |Vinagre, Jorge, and Gama|(2018).

Various CBF algorithms have been used by recommender systems. One of the classical algorithms is K-Nearest Neighbors (KNN). This algorithm
computes the similarities of items based on their content attributes, and then recommends, to a target user, the items that are similar to those she
liked in the past. The similarity is typically measured based on Cosine similarity |Lops et al.[(2011); |Pazzani and Billsus|(2007a).

Other content-based algorithms take advantageous of techniques based on Relevance Feedback |Ahn, Brusilovsky, Grady, He, and Syn|(2007) or
Probabilistic Models Mooney and Roy|(2000). For example, by analyzing the item attributes and user preferences, the algorithm could calculate the
probability that a target user is interested to a particular item, and then recommend items with highest probabilities.

2.2 | Content-Based Video Recommender Systems

In video recommender system, CBF has been one of the popular approaches. Different types of content attributes used by recommender systems
could vary from traditional semantic attributes to novel visual features. The former type is more high-level and it is obtained from traditional sources,
ranging from databases, or ontologies, to review websites, or social media/Ahn et al.|(2007); |Billsus and Pazzani|(2000); |Cantador, Szomszor, Alani,
Fernandez, and Castells|(2008); |Middleton, Shadbolt, and De Roure|(2004); Mooney and Roy|(2000); |Musto et al.|(2012). The latter type, on the
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other hand, is more low-level and it is obtained by directly analyzing the video files|Deldjoo, Elahi, Quadrana, and Cremonesi (2015); |Deldjoo, Elahi,
Quadrana, Cremonesi, and Garzotto|(2015).

While majority of related works in content-based video recommender systems have focused on using the traditional high-level attributes, a very
limited works have investigated the potential of low-level visual features. These features are more representative of the production style and hence
they may enable recommender systems to be more style-aware |Canini, Benini, and Leonardi|(2013); |Lehinevych et al|(2014); Yang et al.|(2007);
Zhao et al.|(2011). Yang et al.|(2007) proposed a VideoReach recommender system that exploits a set of of semantic attributes combined with visual
features. They have shown that this combination improved the click-through-rate. Zhao et al.|/(2011) proposed a learning algorithm that integrates
multiple ranking lists, each generated by using different feature types, including visual features, and reported improvement over their baseline.

It should be noted that, our work differs from the mentioned related works in various aspects. First of all, these works considered a simplified
evaluation methodology with a single scenario. We, on the other hand, have designed and developed a comprehensive evaluation methodology
with various realistic scenarios, i.e., extreme item cold start, moderate item cold start, and item warm start |[Elahi, Ricci, and Rubens|(2013); |Rubens
et al. (2015).

Moreover, these works have only considered using the combination of traditional attributes with visual features. We have considered using the
visual features, individually or in combination with traditional attributes. Furthermore, these works have only used a single recommender algorithm
while we implemented two different recommender algorithms, i.e., Pure CBF and Hybrid FM (Factorization Machines). Finally, we have developed
an artificial neural network based on Restricted Boltzmann Machines (RBM) for its various benefits, one of which being the automatic feature

engineering. This type of feature engineering solutions has not been considered in any of the above-mentioned related works.

2.3 | Restricted Boltzmann Machines in Recommender Systems

Algorithms based on Restricted Boltzmann Machine (RBM) as a powerful Artificial Neural Networks (ANN)/Khamparia and Singh|(2019) have been
proved to be effective tools for being integrated in recommender systems. In|Salakhutdinov, Mnih, and Hinton|(2007), an RBM model was used
for recommendation. |Van den Oord, Dieleman, and Schrauwen| (2013) proposed a method based on ANN in order to learn feature embedding
for multimedia recommendation. This embedding has been then used to regularize Matrix Factorization in the recommendation process.|Georgiev|
and Nakov| (2013) utilizes user-user and item-item correlations in a recommender algorithm adopting an RBM core. Finally, |Sainath, Kingsbury,
Sindhwani, Arisoy, and Ramabhadran|(2013) implemented matrix factorization and a deep network of ANN in order to decrease the number of the
parameters of the model.

Our work is not comparable with these related works as they are not content-based algorithms. Indeed, they used RBM in the recommender
systems that are based on Collaborative Filtering (CF) mechanism. And hence, it has been mainly used to for dimensionality reduction in collabora-
tive filtering where dataset contains millions of items or millions of users. In this sense, it could be compared with Matrix Factorization algorithms
Koren, Bell, and Volinsky|(2009).

However, our approach is a fundamentally different from these collaborative filtering-based approaches as they solely relies on user ratings and
not on the item content, when generating recommendations.

3 | TECHNICAL DETAILS

In this research work, we have designed a system with different components, i.e., Video Analyzer, Neural Network based on RBM, and

Recommender System (see ﬁgur. The operations performed by these components are listed in the following:
e Video Analysis (figure[2)

- Movie Segmentation: every movie is segmented into shots, i.e., sequences of consecutive frames captured without interruption of the

camera;
- Key-Frame Detection: within every shot the middle frame is selected as representative of the shot (key-frame);
- Feature Extraction: every key-frame is analyzed and the visual features are extracted;

- Feature Aggregation: the feature vectors are aggregated over the entire movie to form a feature vector, descriptive of the whole movie;
o Training Neural Network (RBM)
- aneural network based on Restricted Boltzmann Machines (RBM) is trained on the aggregated visual feature vectors.

¢ Recommendation
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Restricted Boltzmann
Machines is used for
building a model (with an
unsupervised training)

that is visual
& representative of videos in
' . a latent feature a(‘e.
\.
S

Video Analyzer breaks
a video into shots and
shots into frames. Then
the most representative
frame of the shots is
selected and added to a

set  of keyframes. The
visual features are

extracted from the
keyframes and aggregated
all over the entire video.

Recommender System
receives the vector of
visual features for videos
and predicts user ratings.
The videos with top
predicted rating are
recommended to the users.

FIGURE 1 The general schema of the developed system, consisted of (i) Video Analyzer component, (ii) Neural Network based on Restricted
Boltzmann Machines (RBM), and (iii) Recommender System

- Pure Content-based Filtering (CBF) the output layer of the neural network based on RBM (as latent representation of the item content) is
used to compute item-item similarities and recommendation is generated purely based on these content-wise similarities;

- Hybrid Factorization Machines (FM) the hybrid prediction model is trained on (i) the output layer of the neural network based on RBM (as
latent representation of the item content), and, (ii) user preference vectors (i.e., user ratings) and recommendation is generated based on
the prediction of the trained hybrid model.

3.1 | Feature extraction

We have considered 2 different set of novel visual features, i.e., Mise-en-scéne and MPEG?7 features, that can be extracted automatically by

analyzing a video content. Both of these features have been shown excellent power in representing video content [Deldjoo, Elahi, Cremonesi,|
|Garzotto, and Piazzollal (2016); [Deldjoo, Elahi, Cremonesi, Garzotto, Piazzolla, and Quadranal (2018); [Deldjoo, Elahi, Quadrana, Cremonesi, and|
(2015). In addition, we considered 2 traditional semantic attributes, i.e., Tag and Genre, that requires either crowd-annotation or expert-
labeling.

We have also merged the visual features with the semantic attributes and formed a Combined vector, representing both visual and semantic
aspects of the video content. We refer to this extended vector as combined form of extraction, as it requires both automatic analysis and manual
annotation. This has allowed us to investigate whether or not the combination of these two different representation of the video content could
result in improvement in the quality of the recommendations.

The Mise-en-scéne features are described in the following:

e Mise-en-scéne Visual Features

- Object Motion descriptor of a video feature can be computed based on the optical flow Barron, Fleet, and Beauchemin|(1994); [Horn and|
as a robust estimation of velocities within video key-frames. For a key-frame t, we denote m; as the average motion of
pixels and (o2,): as the standard deviation of pixel motions. After computing these values for every key-frame, they are aggregated all
over the entire key-frames of a movieDeldjoo, Elahi, Cremonesi, Garzotto, Piazzolla, and Quadranal (2018):

_ E::f1 me

nf

M (1)
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FIGURE 2 Different operations performed by the Video Analyzer component, i.e., (1) Video Segmentation, (2) Key-frame Detection, (3) Feature

i <movie, aggregated
visual features>

Extraction, and (4) Feature Aggregation

and

P2 = SA=LIMID (2)
where pm and o2, represent the average of motion mean and motion standard deviation aggregated over entire n¢ frames.

- Color Variance is measured for each key-frame in the Luv color-space by computing the covariance matrix p [Deldjoo, Elahi, Cremonesi,
[Garzotto, Piazzolla, and Quadranal (2016):

p= O‘Eu o2 o2 (3)

where o\, 04, 0v, 0Ly, oLy, ou are the standard deviation over three channels L, u, v and their mutual covariance and hence ¥ = det(p)
is a measure of color variance. The mean and standard deviation of X over keyframes are aggregated for the entire video:
Msh
2 Bq

Py = ———— 4
Nsh

where ng, is the number of shots and again it is equal to the number of key-frames.

- Lighting Key is measured by transforming the video pixels to HSV color-space where the mean . and standard deviation o, as representative

of to the brightness, are computed. Then the lighting key ¢ is measured: [Deldjoo, Elahi, Cremonesi, Garzotto, Piazzolla, and Quadranal

(2016):

£=p.o )

The computed lighting-key of each key-frame is then aggregated all over the entire video.

- Shot Length is computed with the following formula|Deldjoo, Elahi, Cremonesi, Garzotto, Piazzolla, and Quadranal (2016):

Lgp = — (6)

where n¢ is again the total number of frames and ng, the number of shots in a video. Due to differences in frame rates of the videos, Ly,

should be normalized by the frame rate of the video.
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We have also considered another type of visual features, based on MPEG7 standard. The MPEG?7 features specify several visual descriptors
that can be classified into categories of (e.g.,) color-based and texture-based features |Manjunath et al.[(2001). These features have shown to be
powerful in the expressing the color and texture for computing video similarities for both Recommender Systems |Deldjoo, Elahi, Quadrana, and
Cremonesi|(2018) and Information Retrieval applications/Manjunath et al./(2001); [X.-Y. Wang, Zhang, and Yang|(2014). The following list, describes
the considered MPEG7 features:

e MPEG-7 Visual Feature

- Scalable Color Descriptor (SCD) is measured by computing the color histogram of a video frame in the HSV color space. More precisely,
SCD feature set can be interpreted as Haar transformation of a color histogram in the HSV color space Manjunath et al.|(2001). The color
histogram bins are also normalized and mapped into a 4-bit integers. This results in giving higher importance to small values. The Haar
transform is applied to the 4-bit integer values across the histogram bins. The sums of every two adjacent histogram bins out of 256-bins,
can be computed resulting in a representation of a 128-bin histogram. This process can be further repeated, resulting in histograms with
64, 32 or 16 bins|Ohm, Kim, and Krishnamachari|(2005). However, in our experiments, we still chose to set the number of histogram bins
to 256.

- Color Structure Descriptor (CSD) is measured by counting the number of times a color is contained within part of a key-frame|Manjunath
et al.|(2001). This is indeed a modified version of the SCD histogram that considers the physical position of every color within the frames,
and hence it captures color space and information on the structure of this space. The CSD feature set contains 256 values and there
values are typically not similar and can be used well in the recommendation or retrieval applications. Suppose c1, ¢z, c3, ..., cp denote the
M colors within a key-frame. The CSD feature set is then computed as|Manjunath et al.[(2001); |Ohm et al.(2005):

csd = h(m), me{1,..,M} (7)
where h(m) is the color histogram. A bin of the color histogram counts the number of times a pixel with a color m is found within the

key-frame. Here m is basically the index of colors in which the key-frame is represented. M is the number of histogram bins, and can be
chosen from the set 32, 64, 128, 256. In our experiment, the number of histogram bins is set to 256.

- Color Layout Descriptor (CLD) is measured by applying the Discrete Cosine Transform (DCT) on color vector in YCgCr color space, where Y
represents luminance factor, Cg the blue factor and and Cg represents the red factor|Haskell, Puri, and Netravali| (1996); |Manjunath et
al.|(2001). CLD is indeed a powerful set of features that is resolution invariant and it can reflect the spatial distribution of colors within
a key-frame and can be adopted for various applications with recommendation and retrieval goals\Ohm et al.|(2005). In our experiment,
the length of this set is 120.

- Edge Histogram Descriptor (EHD) is measured by computing the local edge distribution in a key-frame. The key-frame is divided into 16
non-overlapping blocks (sub-frames). Edges within each block are classified into the following categories: vertical, horizontal, left diagonal,

right diagonal and non-directional edges. The final local edge descriptor encompasses a histogram with 80 histogram bins.

- Homogeneous Texture Descriptor (HTD) is measured by computing the homogeneous texture regions within a key-frame, by using a vector
of 62 energy values. The HTD features represent a quantitative characterization of texture within key-frames. First a set of orientation
and scale sensitive filters are applied to a key-frame and then the mean and standard deviation for the output of the filtered key-frame
are computed|Manjunath et al.[{(2001). It should be noted that, the procedure, described above, is conducted in frequency domain rather
than spatial domain since experiments have shown that, in this way, the computational complexity of extracting HTD features drops
substantially Manjunath et al.|(2001). Prior works have reported the robustness and effectiveness of HTD features in representing video
content|Haley and Manjunath|(1999); [Ma and Manjunath|(1998).

3.2 | Training the Neural Network (RBM)

We have designed and developed a neural network model based on Restricted Boltzmann machines (RBM). The network has been trained on the
visual features (as input layer) and then the output layer of the network is used as representative of the video items. This leads to an improved
representation of the video content. Indeed, prior works have shown that visual features are not equally representative and informative of the video
content Deldjoo, Elahi, Cremonesi, Garzotto, Piazzolla, and Quadranal(2016). RBM is capable of weighting the visual features according to their
informativeness, in a completely automatic way. RBM is known to be a generative model as it can map any input data to a different output space,
hence generating it. This process may result in an enhanced representation of data, and hence, RBM can be used for dimensionality reduction,
noise removal, and feature engineering.
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input
data
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FIGURE 3 The structure of the neural network based on Restricted Boltzmann Machines (RBM). Any type of features can be given as input data
to the RBM network. The network then learns how useful is each of the features and weights them according to that factor. The output layer is

used by the content-based recommender algorithm to generate personalized recommendations for users.

The structure of our RBM network is illustrated in Figure As it can be seen in that figure, RBM consists of a visible layer (v) and a hidden layer (h)
Hinton and Salakhutdinov|(2006). RBM operates by computing the probability distribution over a set of hidden variables within the hidden layer,
through solving a set of differential equations.

Formally, RBM can be represented by a bipartite network, comprised of units, each of which containing (stochastic) binary neurons. Each
neuron can be in either of 2 states, i.e., in active or inactive state (hence, v, h € {0,1}). The activation of neurons is done through the smooth
Sigmoid function. Because of independence of nodes in the same layer, the conditional probability of the hidden layer units are independent from

each other and they are calculated as:

p

p(hlv) = [ [ p(hilv) @8)
i=1
where the conditional probability that one hidden node is set to 1 is calculated as

q
p(hi = 1[v) = o (D wijv; + b;) (9)
i=1

where the w;j are the learned weights and b; term is the bias. RBM learns the values of hidden layer (h;), that in turn generate the values of visible
layer (v;), by optimizing the log-likelihood of training data as Eq[10]
1 1
1(9) = —logp(v) = ~ > log(p(vs)) (10)

where p(v) can be calculated through its marginal distribution over its joint probability to values of hidden layer as in Eq

pv) = > p(v,h) (11)
h
The joint probability of v and h are defined as:
exp(—E(v, h
p(v,h) = M (12)
where z is the normalization constant and £ is the energy function defined as:
E=—hTwo—bTh-cTov (13)

The activation of both visible layer (v) and hidden layer (h) is calculated by sampling from p(h|v) and p(v|h).
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3.3 | Recommendation algorithm

We have used two different recommender algorithms, both capable of incorporating item content into recommendation generation process. The
first algorithm is Pure Content-based Filtering (Pure CBF), that computes recommendations solely based on the item content, while the second
algorithm, Hybrid Factorization Machines (Hybrid FM), extends Matrix Factorization (MF), and in addition to the user ratings, takes into account the

item content when computing recommendations.

3.3.1 | Pure CBF

is a traditional algorithm for generating recommendation. This algorithm computes item-item similarities of videos and uses them in the recom-
mendation process. The similarity is computed based on Cosine similarity. Suppose that i/ is the set of all users and Z is the set of all items, and R is
the rating matrix, with rows being users and columns being items and matrix entries corresponding to the rating preferences. Every item j € Z can

be presented by a feature vector f; associated with that item. Similarity score for a pair of items j and j’ with feature vectors f; and fjr, is calculated

as Eq.[14
_ i

Ssi1 —
NN

Based on the computed similarities between an item j with all other items, a set of K-Nearest Neighbors (NN;) is found comprising the most

(14)

similar items to the item j. The ratings that have given to these most similar items are used to compute rating prediction for item j.

Suppose #j is the predicted rating that user i may give to the item j. Eq.presents how #;; is computed:

J'€ENN;,r,>0Ti5' Ssj5!

Fij = (15)
3 €NNj,r, >0 S5
where r; > 0 denotes the not-null entries within the rating matrix R, i.e., user ratings already available in the rating dataset. In our experiments,

the number of nearest neighbors (K) is set to 100.

3.3.2 | Hybrid FM

is the state-of-the-art recommender algorithm that extends the classical Matrix Factorization (MF) algorithm Koren et al.[(2009). Classical MF can
learn latent factors for each user and item based on the available (known) ratings. Then this algorithm exploits learned latent factors in order to
predict unknown ratings. Hybrid FM extends the classical FM and combines it with the Support Vector Machines (SVM), which enables it to adopt
not only the user ratings, but also any other form of data associated with users and items (as known as side information)|Low et al.[{(2012); Rendle
(2012a); [TURI (2018). This includes semantic attributes (e.g., genre and tag) as well as visual features (e.g., Mise-en-scéne and MPEG7). When
the model behind hybrid FM is trained on known user ratings and item features, it can predict the unknown ratings|Rendle|(2012a). For instance,
suppose a user likes comedy videos and dislikes action videos. The model can capture that pattern and consequently predict lower ratings for
action videos and higher ratings for comedy videos.
Formally, the predicted rating of a user i for an item j is computed by

i = p+w; +w; +aTx; +bTy; +u;Tv; (16)

where 1 represents the global bias term, w; is the weight term for a user i, w; is the weight term for an item j, x; and y; are the user and item

feature vectors, respectively. The terms a and b are the weight vectors for user and item features. The latent factors for the user and item are given

by u; and v; (similar to latent factors in classical MF). We should note that, this algorithm can also learn user features (e.g., user age and gender).
However, this is not the focus of this work and hence we have not considered this type of user features.

Finally, the model is trained by optimizing the following objective function|Rendle|(2012a); [TURI|{2018):

. 1 .
w0 R 2 L)
(i) ER

+M1(l[wl[3 + [alF + IIbl13) + X (1[U[13 + [IVII3)

where R is the rating dataset, rj; is the rating that user i gave to item j, U = (uz1, uz, ...) denotes the user’s latent factors and V = (vi1, va,...)
denotes the item latent factors. \; denotes the linear regularization parameter and )\, the regularization parameter. Stochastic Gradient Descent
(SGD) is adopted for the training.

In our experiments, we have adopted the Hybrid FM implemented in GraphLab package in our experiments|Low et al./(2012); [TURI|(2018).
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4 | EVALUATION METHODOLOGY

4.1 | Dataset

Our dataset contains 3'964 movie trailers, collected by querying YouTube dataset|[Harper and Konstan| (2016). It has been shown that the movie
trailers are visually very similar and representative of to their corresponding full-length movies|Deldjoo, Elahi, Cremonesi, Garzotto, Piazzolla, and|
Quadrana (2016).

The number of ratings associated with these movie trailers is 8'931'665 ratings, given by 242'209 users to these movie trailers. The sparsity of
the rating dataset is about 99.06%.

The Movielens dataset also contains the 586’994 tag attributes to the queried movie trailers and classifies them into 19 genre attributes,
i.e., action, adventure, animation, children’s, comedy, crime, documentary, drama, fantasy, film-noir, horror, musical, mystery, romance, sci-fi, thriller, war,

western, and unknown. Each movie trailer is labeled with a single or multiple genre attribute(s).

4.2 | Evaluation Scenarios

We have designed three realistic evaluation scenarios, i.e., Extreme item cold start, Moderate item cold start, item Warm start scenario (see ﬁgure@.

3r2 S1312
Extreme Moderate
item Cold itermn Cold
Start % Start

FIGURE 4 Different realistic scenarios that can occur to any real-world recommender system, depending on the level available user-annotated
data. These scenarios includes (i) Extreme item Cold Start, (ii) Moderate item Cold Start, and (iii) item Warm Start. Within each scenario, certain

values of user-annotated attributes can be unknown to the recommender system. These missing attributes are indicated with “?" mark.

4.2.1 | Extreme Item Cold Start

in recommender systems occurs when a video is added to the item catalog without any data that can describe that item. Consequently, the system

would fail to recommend that item to any user. This is a serious problem mainly in video-sharing applications (e.g., YouTube) where every hour
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more than 500 hours of video content is added to the system catalog|Insights|(2018). This can be also considered as New System problem which
refers to a new recommender system in its early stage and it has not been used by many users|Karimi, Nanopoulos, and Schmidt-Thieme|(2015).
Hence, the dataset is very limited and almost no item has received explicit user annotation, e.g., in terms of tagging or ratings. To simulate this
severe scenario, we assumed that the videos have absolutely no human-annotated data (i.e., tag and genre attributes). Hence, we removed these
semantic attributes from the items within the dataset. It is worth noting that, in this extreme scenario, the system can still analyze the video files

automatically and extract a set of visual features to represent the video items.

4.2.2 | Moderate Item Cold Start

happens when the semantic attributes are partially available, e.g., for some of the items. We have simulated this scenario by randomly selecting
500 videos and removing the associated content attributes for these videos. Hence, moderate cold start can be considered as a mixed scenario of
extreme cold start for some videos and warm start for the rest. Hence, it can be seen as an intermediate situation when a recommender system is
in a transition phase from extreme cold start to warm start situation. However, this still means that the system has a serious problem as the items
in the extreme cold start situation may not be included to the recommendations for users due to lack of describing data. This also avoids these
items to obtain any user preferences which makes the situation even worse. These items may include new items which can be very interesting to
users and exclusion of them may reduce novelty of the recommendations and negatively affect the user satisfaction. Since automatically-extracted
visual features do not require any human involvement, they will be available the recommender systems within this scenario.

4.2.3 | Ttem Warm Start

can be considered as the best possible scenario for recommender systems as the items have already obtained considerable user-annotated data
that can be well exploited for recommendation. To simulate this scenario, we have included the entire set of semantic attributes (i.e., genre and tag)
in the dataset. Similar to the previous cold start scenarios, the visual features can be extracted and exploited by recommender systems in warm

start situation. Hence, in addition to the semantic attributes, in this evaluation scenario, we have included the visual features to the dataset.

4.3 | Evaluation Setup

We have implemented an evaluation setup for testing the Top-N recommendation quality.

o We employed k-fold cross validation by randomly splitting the dataset into 5 non-overlapping subsets, where in every iteration, % of instances
are used as training the models and the rest % for testing.

e We measure the quality of the recommendation in terms of different evaluation metrics, commonly used in recommender systems research
field, i.e., Normalized Root Mean Square Error (NRMSE), Precision and Diversity|Schedl, Zamani, Chen, Deldjoo, and Elahi|(2017). In all experiments
the recommendation size N (cut-off) is set to 5.

NRMSE is calculated by measuring the mean of the squared rating prediction error, i.e, the deviation of predicted ratings and true ratings within
the test set. Then the squared root of this value is computed and normalized to be in the range of O to 1. Precision is computed by measuring the
percentage of relevant items (i.e., items with rating 4 and 5) within the recommendation list. Since the size of recommendation list is 5 this metric
is indeed precision@5. Diversity is computed by measuring the intra-list dissimilarity between items within a recommendation list, similar to the
approach in|Elahi et al.|{2017). We computed the pairwise cosine similarity of videos, recommended to a user and calculated the mean similarity
S. Then diversity is computed as the complement of this intra-list similarity as (1 — S). For the sake of simplicity, all metrics are normalized and
presented in the range 0-100%.

4.3.1 | Parameters

In RBM model, the number of hidden units is set to 100 and learning rate is set to 0.1. Number of epochs are 500 and the batch size is set to 50.
In the Pure CBF recommendation algorithm, K (number of nearest neighbors) is set to 100. In Hybrid FM, the number of factors are set to 32. For
running the experiments, we have used an AMAZON AWS (computation-optimised) server with a pre-installed Ubuntu 14.04 (linux-aws kernel).
The server had the following hardware specifications: vCPU: 16, ECU: 62, RAM: 30 GiB, EBS drive: 100 GiB.
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5 | RESULTS

In this section, we describe the results obtained from several experiments, considering 3 evaluation scenarios, i.e., extreme (item) cold start, moderate

(item) cold start, and (item) warm start (see figure E)

5.1 | Extreme Item Cold Start

Table[T]presents the results for the extreme item cold start scenario. As it can be seen, in this scenario, when the recommendations are generated
by the content-based algorithm (pure CBF), MPEG7 features achieve the best results in terms of NRMSE and precision values, i.e., 22.3 and 40.6,
respectively. In terms of diversity, Mise-en-scéne features obtain the highest score of 71.9. When hybrid FM (Factorization Machines) algorithm
is used, the recommendation based on visual features substantially outperforms the recommendation based on semantic attributes (i.e., tag and
genre baselines). In terms of NRMSE, Mise-en-scéne features obtains the lowest error value of 18.1, while in terms of precision both Mise-en-
scéne and MPEG7 features perform excellent and obtain the value of 69.9. In terms of diversity, again both Mise-en-scéne and MPEG?7 features
obtained the best value of 70.7.

These results indicate the clear superiority of the recommendation based visual features in the extreme cold start scenario. Indeed, in some
cases the improvement of visual features over tag features (the stronger baseline) reaches 55.0% for NRMSE (hybrid FM trained on Mise-en-scéne
features) and 82.9% (hybrid FM trained on either Mise-en-scéne or MPEG?7 features). This is interesting as it shows the power of visual features
that can be extracted automatically in comparison to traditional attributes that need manual human annotation.

It is worth noting, that even small improvement of metrics such as NRMSE is pretty tough. For instance, the winner team of Netflix 1 Million USD
Prize , achieved %10.06 improvement on rating prediction task, after years.

Since in this scenario, non of the traditional attributes are available, the combination of these attributes with visual features is Not Applicable
and presented with “NA" in the table[T]

5.2 | Moderate Item Cold Start

Table shows the results of moderate item cold start scenario. In this scenario, limited amount of semantic attributes (i.e., tags and genre) is
available and can be used by the recommender system. Consequently, although the quality of recommendations based on these attributes have
been considerably improved, however, the best performance has been achieved by using the combined features, i.e., combination of visual features
with traditional attributes. Accordingly, two similar combinations of Mise-en-scéne + tag + Genre and Mise-en-scéne + tag outperforms other
baselines by reaching the NRMSE and precision of 18.1 and 46.5. In terms of diversity, the highest value belongs to Mise-en-scéne features with
the value of 71.9.

In the case of Hybrid FM recommender algorithm, still individual visual features present the best results. The recommendation based on Mise-
en-scene features obtains the lowest NRMSE value of 18.1. In terms of precision, both Mise-en-scéne and MPEG?7 features overtake all other
feature sets by getting the highest value of 69.9. For diversity, the tag attributes obtains the best value, i.e. 72.1.

The results of moderate item cold start scenario is also very interesting as they show that although the quality of recommendation based on
traditional semantic attributes have been boosted, still recommendations based on visual features can be of higher quality.

It has to be noted that although due to availability of certain amount of semantic attributes, the recommendations based on these attributes
have been improved, however, still these attributes are collected with a cost of crowd annotation (for tag attributes) and expert labeling (for genre
attributes). Visual features, on the other hand, does not require any of these manual human annotation and can be extracted completely automatic.
Indeed, despite the fact that visual features outperform the traditional features, even observing a similar performances could still be considered as

interesting results.

5.3 | Ttem Warm Start

In Table[3]the results of the experiments in the item warm start scenario have been presented. This is a scenario where large amount of semantic
data (i.e., tags and genres) is available for the items. As expected, in this scenario, the results of recommendations based on semantic attributes
shows improvement over the results of previous moderate and extreme cold start scenarios. However, again, the best performance has been
achieved by recommendation with visual features, either used individually or combined with semantic attributes.

In case of Pure CBF recommender algorithm, combination of visual features with traditional attribute, i.e., Mise-en-scéne + tag and Mise-en-

scéne + tag + Genre, have obtained the best results. The recommendation based on the former combination achieved NRMSE and precision of 18.0
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TABLE 1 Comparison of recommendations based on visual features (extracted automatically) and semantic attributes (annotated manually) in the
Extreme item Cold Start scenario. The comparison is made with two different content-based recommender algorithms, i.e., Pure Content-Based
Filtering and Hybrid Factorization Machines. Due to the particular setting of this scenario, combining visual features and semantic attributes is not

applicable in this scenario and hence it is presented with “NA"

Recommender | Extraction Feature/Attribute NRMSE % | Precision % | Diversity %
manual Tag 40.0 38.2 70.3
manual Genre 40.3 37.6 69.5
automatic MPEG7 223 40.6 71.8
automatic Mise-en-scéne 224 40.0 71.9
Pure CBF

Mise-en-scéne + Tag NA NA NA
Mise-en-scéne + Genre NA NA NA
Mise-en-scéne + Tag + Genre NA NA NA

combined
MPEG7 + Tag NA NA NA
MPEG7 + Genre NA NA NA
MPEG7 + Tag + Genre NA NA NA
manual Tag 40.0 38.2 70.3
manual Genre 40.3 37.6 69.5
automatic MPEG7 18.7 69.9 70.7
automatic Mise-en-scéne 18.1 69.9 70.7

Hybrid FM -

Mise-en-scéne + Tag NA NA NA
Mise-en-scene + Genre NA NA NA
. Mise-en-scéne + Tag + Genre NA NA NA

combined
MPEG7 + Tag NA NA NA
MPEG7 + Genre NA NA NA
MPEG?7 + Tag + Genre NA NA NA

and 46.6, respectively. The latter combination shows excellency only in terms of NRMSE with the similar value of 18.0. With respect to diversity,
the highest value is for to Mise-en-scéne features, i.e., 71.9.

When the Hybrid FM recommender algorithm is adopted, the visual features, used individually, outperform the baselines. The highest recom-
mendation quality is obtained by Mise-en-scéne features with NRMSE value of 18.1 and precision of 69.9. Similarly MPEG7 features obtain highest
precision value 69.9. With respect to diversity, the combination of tag attributes with MPEG?7 features shows the highest value of 71.8.

As noted before, warm start scenario illustrates a situation where a recommender system have elicited substantial amount of data associated with
tradition semantic attributes. Hence, the quality of recommendations based on these attributes may reach its maximum level. In such a scenario,
competing with these manually-annotated semantic attributes may not be an easy task for automatically-extracted visual features. Indeed, this
gets interesting when knowing that for one type of considered attributes (i.e., genre) a group of video experts has been involved to carefully label
the video items and for the other type (i.e., tags) a large community of users have been involved in annotating the video items. However, still our
results confirm that proper engineering of the visual features with the neural network and adopting the state-of-the-art recommender algorithms

based on sophisticated Machine Learning methods can lead to the superior performance.

6 | DISCUSSION

Our comprehensive experiments conducted in three different scenarios have addressed the research questions we have formulated:

e [RQ1] Can recommendation based on the visual features, extracted automatically, remedy the New Item problem in extreme cold start scenario;

o [RQ2] Can recommendation based on the automatic visual features effectively remedy the New Item problem in moderate cold start scenario;
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TABLE 2 Comparison of recommendations based on visual features (extracted automatically) and semantic attributes (annotated manually) in the
Moderate item Cold Start scenario. The comparison is made with two different content-based recommender algorithms, i.e., Pure Content-Based

Filtering and Hybrid Factorization Machines.

Recommender | Extraction Feature/Attribute NRMSE % | Precision % | Diversity %
manual Tag 18.5 46.2 70.6
manual Genre 20.3 42.6 66.0
automatic MPEG7 22.3 40.6 71.8
automatic Mise-en-scéne 22.4 40.0 719
Pure CBF -

Mise-en-scéne + Tag 18.1 46.5 71.2
Mise-en-scene + Genre 20.2 42.6 67.4
Mise-en-scéne + Tag + Genre 18.1 46.5 70.8

combined
MPEG7 + Tag 18.9 421 71.5
MPEG7 + Genre 20.7 42.1 69.2
MPEG7 + Tag + Genre 19.0 42.4 69.2
manual Tag 21.2 67.9 721
manual Genre 23.7 61.2 69.2
automatic MPEG7 18.7 69.9 70.7
automatic Mise-en-scéne 18.1 69.9 70.7

Hybrid FM -

Mise-en-scéne + Tag 20.1 68.8 69.9
Mise-en-scéne + Genre 21.0 65.1 70.1
. Mise-en-scéne + Tag + Genre 19.8 66.8 69.5

combined
MPEG7 + Tag 21.6 66.4 71.0
MPEG7 + Genre 24.2 63.0 70.5
MPEG7 + Tag + Genre 20.0 65.9 70.0

o [RQ3] How combining visual features with traditional semantic attributes can improve the quality of recommendation in warm start scenario.

The promising results obtained from these experiments may provide a solid proof that the recommending videos based on visual features
(i.e., MPEG7 and Mise-en-scéne) not only effectively solve the extreme and moderate item cold start problem but also improves the quality of
recommendation in item warm start situation.

Table provides an overall summary of all results obtained from the entire experiments. The star mark(s) in the table indicate(s) the level of
performance excellency, within each evaluation scenario and with respect to a certain metric. Accordingly, the best performances are marked with
double stars (**), and the rest, with a single star (*). The worst performances are marked with a cross symbol (X). At the bottom of the table,
the overall best feature/attribute is presented, by comparing the results obtained from both of the recommender algorithms, for each evaluation
scenario and evaluation metric.

As it can be seen, in all evaluation scenarios and with respect to almost all evaluation metrics, recommendation based on either Mise-en-scéne
(MISE) or MPEG?7 visual features has achieved the best results. The only exception is observed for the diversity metric in moderate item cold
start scenario where the recommendation based on tag attributes obtained the best results. In addition to that, in item warm start scenario, in
terms of NRMSE, the combination of visual features with semantic attributes (Mise-en-scéne + Tag + Genre) obtained the best results. Comparing
the recommender algorithms, overall, we have observed better performance with Hybrid FM than the Pure CBF, especially in extreme cold start
situation.

Regardless of the recommender algorithm, the excellent performance of the visual features is very promising particularly by taking into account
that these features are extracted from videos automatically, without any need for human-annotation. The semantic attributes, on the other hand,
completely depend on human effort whether in the form of crowd-annotation (for tags) or expert labeling (for genre). Such a an extensive human
effort can not be always assumed to be easily available.

Moreover, such semantic attributes are typically extremely noisy and sparse (e.g., 96% sparsity for tags). This is while the sparsity of visual

features is 0% meaning that the feature matrix is a full matrix. In addition to that, the features are extracted from each key-frame (frame-level
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TABLE 3 Comparison of recommendations based on visual features (extracted automatically) and semantic attributes (annotated manually) in the
item Warm Start scenario. The comparison is made with two different content-based recommender algorithms, i.e., Pure Content-Based Filtering

and Hybrid Factorization Machines.

Recommender | Extraction Feature/Attribute NRMSE % | Precision % | Diversity %
manual Tag 18.4 46.5 70.6
manual Genre 20.2 42.8 66.1
automatic MPEG7 22.3 40.6 71.8
automatic Mise-en-scéne 22.4 40.0 719
Pure CBF -

Mise-en-scéne + Tag 18.0 46.6 711
Mise-en-sceéne + Genre 20.2 42.5 67.4
Mise-en-scéne + Tag + Genre 18.0 46.5 70.7

combined
MPEG7 + Tag 19.2 41.7 71.3
MPEG7 + Genre 20.7 42.2 69.2
MPEG7 + Tag + Genre 19.2 42.1 70.5
manual Tag 19.8 68.6 71.0
manual Genre 22.5 61.2 67.5
automatic MPEG7 18.7 69.9 70.7
. automatic Mise-en-scéne 181 69.9 70.7

Hybrid FM -

Mise-en-scéne + Tag 19.4 69.5 68.8
Mise-en-scéne + Genre 21.5 65.9 69.5
. Mise-en-scéne + Tag + Genre 19.4 67.6 70.4

combined
MPEG7 + Tag 19.7 68.7 718
MPEG7 + Genre 23.9 63.2 69.7
MPEG7 + Tag + Genre 20.9 66.3 69.5

extraction) while the traditional attributes are given to an item (item-level annotation). Hence, the quality of the recommendation can be further
improved by designing a more advance aggregation method. As noted before, we have used basic aggregation method, i.e., taking the average of
the visual features over the entire video. A more advanced aggregation is among our plans for future work.

Finally, when combining the visual features with semantic attributes, we have simply merged the vectors in order to form a single vector for
every video. This could be the reason that the combination of these visual features and semantic attributes could not outperform the performance
of the individual visual features. We plan to develop a more advance fusion technique that can result in improvement in the recommendation
performance. However, still in some cases, e.g., when there is certain amount of semantic attributes (moderate cold start and warm start), in terms

of recommendation accuracy (precision), combining visual features and semantic attributes has achieved the best performance.

7 | CONCLUSION

In this article, we have addressed the New Item cold start problem in recommender systems. This problem occurs when a new item is added to the
item catalog and no human-annotated data is available for that item. In such a situation any recommender algorithm may fail to recommend this
item to the users.

In addressing this problem, this article proposes using a set of novel features that do not require any human annotation, and can be extracted
by visually analyzing the video files. In order to evaluate the effectiveness of the proposed visual features, we have designed and developed 3
different realistic scenarios, i.e., (i) extreme item cold start, moderate item cold start, and item warm start. Each of these scenarios represents a
situation that any recommender system may encounter, depending on the availability of the data. We have adopted two different recommender

algorithms, both capable of using content features in the recommendation process, i.e. Pure CBF and Hybrid FM.
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TABLE 4 Summary of all results obtained from the entire set of experiments, within 3 different evaluation scenarios. The star mark(s) indicate(s)

the level of performance excellency, within each evaluation scenario and with respect to a certain metric. The best performances are marked with

double stars (**), and the rest with a single star (*). The worst performances are marked with a cross symbol (X). Due to width limit of the table,

Mise-en-scéne features are represented as “MISE”".

! Cold Start Warm Start
Rec. Feature / Attribute
Extreme Moderate
NRMSE | Precision | Diversity | NRMSE | Precision | Diversity NRMSE | Precision | Diversity

Tag * * * * * * * * *
Genre X X X * * X * * X
MPEG7 * % * % * * * * * * *

MISE * * >k X X >k X X >k
PU%BF MISE + Tag NA NA NA * % * % * * % >k *
MISE + Genre NA NA NA * * * * * *
MISE + Tag + Genre NA NA NA ** ** * ** * *
MPEG?7 + Tag NA NA NA * * * * * *
MPEG7 + Genre NA NA NA * * * * * *
MPEG7 + Tag + Genre NA NA NA * * * * * *
Tag * * * * * *k * * *
Genre X X X * X X * X X
MPEG7 * *k *k * *k * * *k *
MISE Kk | kk | kK | kk | kk * *Kk | kk *
Hybrid FM MISE + Tag NA NA NA * * * * * *
** MISE + Genre NA NA NA * * * * * *
MISE + Tag + Genre NA NA NA * * * * * *

MPEG7 + Tag NA NA NA * * * * * *k
MPEG?7 + Genre NA NA NA X * * X * *
MPEG7 + Tag + Genre NA NA NA * * * * * *

MISE or MISE or MISE + MISE or MISE

Overall Best MISE MPEG7 MISE MISE MPEG7 Tag Tag + Genre MPEG7
(visual) (visual) (visual) (visual) (visual) (semantic) (combined) (visual) (visual)

The results of our extensive experiments have shown that using visual features can effectively solve the new item cold start problem. Indeed,

in all considered scenarios, and with respect to various metrics (i.e., NRMSE, Precision and Diversity), visual features, either used individually or in

combination with other attributes, have achieved the best performance in comparison the the baseline attributes (i.e., genre and tags).

For the future work, we plan to extend the set of visual features by extracting more high-level features such as facial expressions within the

videos. Recent studies have shown the potential of such facial features and their correlations with user preferences|Tkalcic et al.|(2017). We also

plan to develop more advance techniques for modeling videos from the visual features extracted frame-by-frame. We will also work on better

fusion methods for combining visual features with semantic attributes.
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