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ABSTRACT
Fairness is one of the crucial aspects of modern Recommender
Systems which has recently drawn substantial attention from the
community. Many recent works have addressed this aspect by study-
ing the fairness of the recommendation through different forms
of evaluation methodologies and metrics. However, the majority
of these works have mainly concentrated on the recommendation
algorithms and hence measured the fairness from the algorithmic
viewpoint. While such viewpoint may still play an important role,
it does not necessarily project a comprehensive picture of how the
users may perceive the overall fairness of a recommender system.

This paper extends the prior works and goes beyond the al-
gorithmic fairness in recommender systems by highlighting the
non-algorithmic viewpoint on the fairness in these systems. The
paper proposes an evaluation methodology that can be used to
assess the fairness of a recommender system perceived by its users.
We have adopted a well-known model and re-formulated it to suit
the particular characteristics of the recommender systems, and ac-
cordingly, their corresponding users. Our proposed methodology
can be used in order to elicit the feedback of the users, along with
three important dimensions, i.e., Engagement, Representation, and
Action & Expression. We have formed a set of survey questions that
address the aforementioned dimensions, as a set of examples to
assess the fairness in a recommender system.

CCS CONCEPTS
• Information systems → Recommender systems; Personal-
ization; Recommender systems; Personalization; • Human-
centered computing → Accessibility.
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1 INTRODUCTION
Nowadays, finding the right product to consume has become a
grand challenge for customers due to the growing volume, variety,
and velocity of products online. Recommender Systems can alleviate
this issue by supporting users when making decisions on what to
consume. These decision support systems can adopt sophisticated
AI algorithms in order to build personalized suggestions based on
the specific tastes and interests of the users that can better match
users’ needs and constraints rather than suggesting the products
based on generic mainstream tastes.

Although recommender systems have become essential tools for
users in almost any application domain, they generate or -at least-
intensify a number of undesired biases. Examples of such biases are
over-concentration of the algorithms on already popular items [2],
or yielding inconsistent performances across different groups of
users according to their gender, race, age, or particular assumptions
about the users identity or characteristics [11]. A number of prior
works have studied these biases and have proposed solutions to
mitigate them [3, 18]. However, the topic has still remained open as
no comprehensive solution has been developed for different forms
of the problem at hand.

In recent years, there has been a growing interest in fairness and
relevant ethical considerations of recommender systems [9, 21].
For example, there are numerous works regarding considerations
about fair distribution of the recommendations across different
groups of users [17], or different suppliers of the recommended
items [23]. Furthermore, there exist works that investigated the
ethical consideration of whether personalization algorithms can do
harm to certain people [22]. A limitation for majority of these works
is that they primarily focused on algorithmic aspects of fairness
and addressed a rather “specific” form of the problem.

Algorithmic fairness and improving it for the recommender sys-
tems is certainly a crucial step towards building a fair recommen-
dation platform, however, it is not enough. There are many non-
algorithmic aspects (e.g. feedback collection and recommendation
representation) that need to be examined and improved to enable a
recommender system to be truly perceived as fair by its users.

https://doi.org/10.1145/nnnnnnn.nnnnnnn
https://doi.org/10.1145/nnnnnnn.nnnnnnn
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Users may come from different backgrounds, have differences
in terms of physical or cognitive abilities, or even their beliefs. A
recommender system should take these differences into account
when interacting with users and serving them with personalized
recommendation. Take a user with an impaired vision as an ex-
ample: she may feel much of difficulty interacting with a “system”
that provides recommendation for her, regardless of what these
recommendations are.

These non-algorithmic aspects need to be properly defined and
evaluated to determine how fair is a recommender system from the
users’ perspective. For doing so, we propose a novel mechanism for
evaluating the perceived fairness of a given recommender system
from non-algorithmic point of view. The proposed mechanism
relies on the popular theory of Universal Design for Learning
(UDL) [26] and stands on three principle pillars of the theory by
assessing the perceived fairness of the recommender system in
terms of Engagement, Representation, and Action & Expression.

In summary, our contribution is two-fold:
• We extend the notion of fairness in recommender systems to
cover other aspects of the recommendations that are widely
non-algorithmic.

• We propose a novel framework based on a well-known the-
oretical foundation that can be used to evaluate different
aspects of the fairness in recommender systems.

2 FAIRNESS IN RECOMMENDER SYSTEMS
In general, the concept of fairness in user decision making is not
new and can be traced back to well over 50 years [15]. However,
only recently, it has become a crucial aspect of research in popular
topics, relevant to decision support tools such as recommender
systems or more generally, Artificial Intelligence (AI)1.

Research on recommender systems has drawn a growing interest
surrendering the fairness topic. For example, Abdollahpouri et al.
provide a taxonomy for different classes of fairness in recommender
systems where the fairness is categorized based on various stake-
holders: C-fairness where the focus is on the perspective of those
who receive the recommendations (aka users), P-Fairness for those
who provide the items or content (aka providers), and S-fairness for
those who neither receive nor provide the recommendations yet
are impacted by the outcome of a recommender system (aka side
stakeholders) [1].

A recommendation algorithm can be biased towards any of
the aforementioned stakeholders. For example, Ekstrand et al. [10,
20] show that some recommendation algorithms give consistently
lower accuracy to certain user groups than the others. In addition,
Abdollahpouri et al. [2, 16] demonstrate that many recommendation
algorithms are biased towards popular items leading to unsatisfac-
tory outcomes for users with an interest towards the niche and less
popular items.

Work on fairness beyond the users’ perspective is a relevant
topic that received growing attention over the recent years. For
example, Mehrotra et al. [19] show that, a small portion of artists
(i.e., providers of the songs) on Spotify, get an overwhelmingly
large number of streams on the entire platform leading to an unfair

1A number of recent conferences has been entirely dedicated to these topics including
FaccT Conference and AIES.

outcome for the other less popular artists. Patro et al. [23] propose
an algorithm that can improve the fairness of the recommendations
for both users and suppliers by imposing a minimum number of
exposure to different items that ensures different suppliers getting
a fair share of the recommended items.

Almost all the prior works, including the above-mentioned ones,
are mainly concentrated on the outcome of the recommender sys-
tems in terms of what items are being recommended and from
whom. For example, Smith et al. [27] explored users’ opinion about
the fairness of the recommendations via a user study, though it was
still mainly related to the algorithmic aspect of recommendation.
While algorithm is indeed an important aspect of the fairness of
recommender systems, it is not the only one. In a typical recommen-
dation process, users interact with the system through an interface
to initially express their preferences. Then, the system analyzes the
preference data and utilizes a recommendation algorithm to learn
the patterns within these user preferences. Finally, the algorithm
exploits the preferences to generate the personalized recommen-
dations for users that are presented to them through the interface.
The unfairness issues could arise in any of these steps.

The existing works on fairness in recommendation have been
mostly focusing on core recommender algorithms. However, we ar-
gue that fairness needs considerations beyond algorithmic fairness.
In this paper, we address this gap by providing a more compre-
hensive view towards fairness and focusing on non-algorithmic
aspects, described later. In the next section, we provide more details
on different aspects (or dimensions) of fairness in recommender
systems and propose qualitative measures that can be utilized in
order to evaluate how fair the recommender system is from the
perspectives of its users.

3 NON-ALGORITHMIC ASPECTS OF
FAIRNESS

As described before, the majority of the related work has mainly
focused on fairness of the recommender systems from an algorith-
mic point of view [4, 6, 24]. Indeed, a recommender system may
benefit from a sophisticated AI algorithm that is fairness-driven, i.e.
enhanced to take fairness into consideration. However, fairness has
a non-algorithmic aspect as well. A system may not necessarily be
perceived as fair by its users even when the generated recommen-
dations are considered as fair from an algorithmic point of view.
In particular, individual expectations, physical or cognitive abili-
ties, and cultural backgrounds can heavily influence the fairness
perception of users towards a recommender system.

In this paper, we adopt a well-known framework, Universal De-
sign for Learning (UDL) [26], which includes three aspects that are
essential for a successful learning experience: Engagement, Rep-
resentation, and Action & Expression. Engagement refers to how
students can be motivated and engaged in a learning process [13].
Representation deals with the considerations regarding how the
content and the learning materials are represented to the students
[29]. And finally, Action & Expression refers to the fact that stu-
dents should be offered different methods and tools to respond and
interact with the learning system [25]. We believe, these aspects
can be directly linked to the recommender systems and hence be
adopted to address fairness of these systems. Hence, a successful
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and fair recommender system should take all three aspects into
account. In the following, each aspect will be discussed.

In the recommender systems, fairness of the core recommender
algorithm mainly focuses on ensuring that the recommended items
for different users meet certain fairness criteria. For instance, if
a job recommender system suggests only low-paying jobs to one
group of users while consistently provide recommendations of high-
paying jobs to another group, regardless of their actual preferences,
we consider that recommender system to be algorithmically unfair.
Therefore, to some extent, the algorithmic fairness in recommender
systems is more related to the Engagement aspect of the𝑈𝐷𝐿 frame-
work where the goal is to make sure that the recommendations
are relevant and engaging to all users, regardless of their race, age,
gender, etc., and not just a certain group of users.

The non-algorithmic aspect of fairness in recommender systems,
on the other hand, relates to Representation and Action & Expression.
While these may play a crucial role on the fairness perception by
the users, they have not received deserved attention from a fairness
point of view in recommender systems. In this paper, we intend
to describe the importance of these aspects and how fairness can
indeed go beyond algorithmic fairness.

3.1 Fairness in User Engagement
In recommender systems, Engagement aspect focuses on how differ-
ent users are engaged and motivated to use the system and interact
with the recommendations. There are a variety of sources that
can influence individual variation in engagement including cul-
ture, personal relevance, subjectivity, background knowledge, and
even neurology, along with a variety of other factors. Some users
are highly engaged when novel recommendations are provided to
them while some may become disengaged, even dissatisfied. As
mentioned earlier, fairness in engagement is somehow related to
the algorithmic fairness in recommendation where the algorithm
designer wants to ensure the recommendations are engaging for
different users or groups of users (see motivating example 1).

Motivating Example 1: User Engagement
Lisa is mainly interested in niche movies that are not very popular
these days. She enjoys watching old Japanese movies and some
Polish and French movies. She joins an online movie streaming
platform and starts watching some movies. However, after a while
she realizes the recommendations are hugely skewed towards
mainstream movies and her preferences are not well-represented
in the recommendations. His friend, Jack, who is into blockbusters,
however, is satisfied with his experience since the recommenda-
tions he receives match his preferences. Lisa feels disappointed
and disengaged and leaves the platform. A fair recommenda-
tion should have been able to engage her and provide her
recommendations that matched her interest.

3.2 Fairness in Representation
Representation dimension is about providing multiple means of rep-
resentation for users to empower different users, who have their
own specific physical and cognitive capabilities, to better compre-
hend the presented recommendations. The representations can
include the recommendations, their explanation, as well as the con-
tent of the items. Summarizing the key features of the recommended

items for users and highlighting them by supportive materials are
approaches that can contribute to fairness in representation. A way
to realize this dimension is through informing and providing expla-
nation over recommendation generation process, and specifically
considering transparency, trustworthiness, and honesty of the sys-
tem. As a result of a fair representation, the users would perceive
that their individual differences, sensory disabilities (e.g., blindness
or dyslexia), beliefs, and cultures are taken into account. Conse-
quently, user emotional perception of fairness would be positive
toward the system (see motivating example 2).

Motivating Example 2: Representation
Alex is a university student with partial visual impairment who
constantly uses the recommendation service offered by a popular
online shop to search product and order the desired one. Alex loves
checking the reviews and compare the available products. How-
ever, he finds it no-easy to read the customer reviews in the current
format and needs to personally adjust different properties of the
browser to properly figure out what has been written. A fair
recommender system can address this by offering multi-
ple channels for different groups of users with different
physical abilities.

3.3 Fairness in Action & Expression
This aspect of fairness in recommendation is two-fold: on the one
hand, the system should give control to the user in terms of how she
wants her recommendations to be changed (see motivating exam-
ple 3). On the other hand, the system should also provide multiple
means of interaction for the users. Users differ in the ways that
they can navigate through a recommendation platform and express
what they want. For example, individuals with significant move-
ment impairments (e.g., cerebral palsy), those who struggle with
strategic and organizational abilities (executive function disorders),
those who have language barriers, and so forth often may desire to
interact with the recommendation system very differently. Some
may be able to express their feedback to the recommendations via
pressing a button and some via speech (see motivating example 4).

Motivating Example 3: Action & Expression
Nadi is a vegetarian sportsman who has a strong religious back-
ground. Nadi started using a mobile application that generates
food recommendations for him, based on his explicit and im-
plicit feedback. Nadi is currently disappointed since he constantly
receives recommendation of food recipes containing meat-rich in-
gredients. Nadi wanted to inform the system to remove meat from
his recommendation but couldn’t do so. A fair recommender
system could have given a full control to Nadi over express-
ing his preferences in a variety of ways allowing him to re-
move or modify, completely or partially, the data that the
system has collected from him.
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Motivating Example 4: Action & Expression
Naghi suffers from Acromegaly. As a result, he often finds it dif-
ficult to interact with tiny buttons on a mobile screen. Naghi
owns a video blog and regularly checks video recommendations
provided for him. However, he continuously encounters uneasi-
ness when expressing his feedback on a given recommendation. A
fair recommender system in terms of Action & Expression
should provide other means of expression such as voice so
that people like Naghi can easily interact with the recom-
mendations.

Figure 1 summarizes these aspects in recommender systems and
describes the related problems and solutions within each aspect.
Despite the subjective nature of perceived fairness and correspond-
ingly, the need for its assessment via self-reports, one can hardly
find any scale for the evaluation of user perceived fairness in inter-
active systems. In this paper, we have proposed a short survey that
can be adopted by academic scholars and industry practitioners in
order to evaluate a recommender system in terms of fairness. The
survey is presented in Table 1.

It is worth noting that evaluation of perceived fairness has
been discussed in a variety of domains, such as organizational
justice [5, 14], education [7, 26], legal [28], health [12], etc. Inspired
by user perceived fairness from well-established measures of fair-
ness in education and justice systems, we propose an adaptation of
user perceived fairness in recommender systems. An overall fair
user perception of the recommender systems can be achieved by
addressing three dimensions: fairness in user engagement, fairness
in representation, and fairness in action & expression.

4 DISCUSSION AND LIMITATIONS
We consider fairness as a procedural and integrative component
that has to be applied in various system levels. From user level to
algorithms, various aspects of fairness need to be considered so
that the resulting system is perceived as fair and bias free. A rec-
ommender system perceived as unfair by the user could bring user
discomfort, distrust, negative emotions, and reduced engagement
resulting even in loss of revenue, reputation, or customer loyalty
for the system. Three dimensions of fairness (i.e. fairness in engage-
ment, representation, and action & expression) together provide a
primary framework for evaluating user-perceived fairness.

In a typical commercial recommender system, the recommender
component functions togetherwith the other elements of the ecosys-
tem. For example, the recommendation interface may only occupy
a small portion of the user interface, designed for the users [8]. The
overall system may integrate users in a variety of ways using user-
centered design approaches which can overlap with user perceived
fairness. Nonetheless, user perceived fairness would serve as an
emphasizing layer for better user integration in the whole system
and in particular, it provides an overall assessment of the perceived
fairness in the recommender system component.

Dimensions of user perceived fairness proposed here could po-
tentially have similar or contributing factors to user-centered eval-
uation of recommender systems. For example, factors such as ef-
fectiveness, confidence, trust, perceived novelty, transparency, and
overall user satisfaction can be impacted by perceived fairness. It

would be however intriguing to determine the relationship between
these factors in a future work.

5 CONCLUSION AND FUTUREWORK
Fairness in recommender systems has been of great attention in re-
cent years. In this paper, we extended the fairness in recommender
systems from being algorithmic-oriented to be more comprehen-
sive and observing non-algorithmic aspects as well. This is done
by proposing a novel evaluation methodology to be used to assess
the fairness of a recommender system perceived by the users. We
adapted a well-known framework, Universal Design for Learning
(UDL), to evaluate the fairness in recommender systems in three
different aspects: Engagement, Representation, and Action & Ex-
pression. We described how unfairness could arise in any of these
aspects. In particular, we formed a short survey including a number
of (example) questions that addresses these aspects of fairness. The
questions have been carefully formulated in order to cover different
aspects of users’ needs for fairness when interacting with a recom-
mender system. The proposed survey can be adopted to acquire
user feedbacks and aggregate them to obtain an indication of the
overall fairness of the system, perceived by users.

As a future work, we plan to build a recommender system and
perform a large scale user study to extensively assess the effec-
tiveness of the proposed methodology in order to form a better
understanding of the fairness in recommender systems. While, in
this paper, we have mainly focused on non-algorithmic aspects of
the fairness in recommender systems, however, our user study will
go beyond that and create a more comprehensive view which sees
the fairness from both algorithmic and non-algorithm perspectives.
In addition to that, we will study the differences among users when
it comes to their perception of fairness in the recommender system.
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Figure 1: Different dimensions of fairness consideration in recommender systems.
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