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Abstract. From the early years, the research on recommender systems
has been largely focused on developing advanced recommender algo-
rithms. These sophisticated algorithms are capable of exploiting a wide
range of data, associated with video items, and build quality recommen-
dations for users. It is true that the excellency of recommender systems
can be very much boosted with the performance of their recommender
algorithms. However, the most advanced algorithms may still fail to rec-
ommend video items that the system has no form of representative data
associated to them (e.g., tags and ratings). This is a situation called
New Item problem and it is part of a major challenge called Cold Start.
This problem happens when a new item is added to the catalog of the
system and no data is available for that item. This can be a serious is-
sue in video-sharing applications where hundreds of hours of videos are
uploaded in every minute, and considerable number of these videos may
have no or very limited amount of associated data.

In this paper, we address this problem by proposing recommendation
based on novel features that do not require human-annotation, as they
can be extracted completely automatic. This enables these features to
be used in the cold start situation where any other source of data could
be missing. Our proposed features describe audio aspects of video items
(e.g., energy, tempo, and danceability, and speechiness) which can cap-
ture a different (still important) picture of user preferences. While rec-
ommendation based on such preferences could be important, very limited
attention has been paid to this type of approaches.

We have collected a large dataset of unique audio features (from Spo-
tify) extracted from more than 9000 movies. We have conducted a set of
experiments using this dataset and evaluated our proposed recommenda-
tion technique in terms of different metrics, i.e., Precision@K, Recall@K,
RMSE, and Coverage. The results have shown the superior performance
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of recommendations based on audio features, used individually or com-
bined, in the cold start evaluation scenario.

Keywords: Recommender Systems · Audio Visual · Multimedia · Cold
Start.

1 Introduction

YouTube, as an instance of popular video-sharing web and mobile applications,
has about 1.5 billion active users who consume incredible number of 5 billion
videos per day 5. Hence, it is not uncommon to observe confused video consumers
with problem in deciding what to watch from a missive volume and variety of
videos [3]. Recommender Systems can cope with this problem by supporting the
users when making decision on what to watch [27,34,30]. Recommender systems
can build personalized video suggestions based on the particular interests of users
for videos and find what can better match users’ needs and constraints [33,35].
Over the many years, wide range of video recommendation algorithms have been
proposed and evaluated presenting excellency in performance. These algorithms
can receive a variety of data sources, e.g., content-associated data (tags), and
generate personalized recommendations on top of this data [20,30,10,39,2].

While the performance of these recommender algorithms can impact the
quality of the generated recommendations, however, any type of algorithms may
fail to generate relevant recommendations of video items which have no or very
limited amount of associated data [17,37,42,29]. This is a situation known as New
Item Cold Start problem, which typically occurs when a new item is added to
the catalog of the system and no input data is available for that item [25,14,15].
This is a major problem in video-sharing applications, such as YouTube where
hundreds of hours of videos are uploaded in every minute, by millions of active
video makers 6.

Furthermore, collecting the traditional types of content-associated data, that
are typically represented by semantic attributes (e.g., tags), requires either a
group of experts or a network of users [13,32,7,6,43]. This indeed is an expensive
process and needs human efforts. Then recommendations based on these costly
semantic attributes still may not properly capture the true users’ preferences,
e.g., the user tastes associated with audio characteristics of videos.

In addressing this problem, this article investigates the potential behind dif-
ferent types of audio features representative of video content in building quality
recommendations for users. We have exploited two different audio features that
can be extracted completely automatic without any need for costly manual hu-
man annotation. Hence they can be exploited by any content-based recommender
algorithm capable of incorporating them in the recommendation process.

We have compared quality of recommendation based on the (automatic) au-
dio features against other types of (automatic) features and (manual) tags. The

5 https://www.omnicoreagency.com/youtube-statistics
6 http://tubularinsights.com/hours-minute-uploaded-youtube/

https://www.omnicoreagency.com/youtube-statistics
http://tubularinsights.com/hours-minute-uploaded-youtube/
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comparisons have been conducted with respect to various evaluation metrics
(i.e., Precision@N, Recall@N, RMSE, and Coverage) using a large dataset of
more than ≈ 18M ratings obtained from a large network of ≈ 162K users who
provided the ratings for ≈ 9K movies.

The overall results of the evaluation have shown the consistent superiority
of the recommendations based on our novel audio features over the traditional
tags.

– we propose a novel technique for video recommendation based on audio
features (e.g., energy, tempo, and danceability, and speechiness) that can be
extracted automatically, without any need for costly human-annotation;

– we will publish a large dataset 7, which is the most important contribution
of this paper, that contains a wide range of audio features (collected from
Spotify) for 9,104 movies, linked directly with the user ratings and tags (+
other descriptors such as visual features);

– we have evaluated the recommendations based on novel audio features in cold
start scenarios, when features are used individually or when used in combi-
nation with other features; we tested the recommendation quality exploiting
using millions of ratings given by hundreds of thousands of users;

2 Related Works

This work is related to two research fields, i.e., the Cold Start problem and
Audio-aware Recommendation Systems.

One of the major problems of recommender systems in general is the cold
start problem, i.e., when a new user or a new item is added to the catalog and
the system does not have sufficient data associated with these users/items [4]. In
such a case, the system cannot properly recommend existing items to a new user
(new user problem) or recommend a new item to the existing users (new item
problem) [1]. In video domain, one of the effective approaches that can tackle
the cold start problem exploit different forms of video content for generating
recommendation [2]. Such video content can be manually added, e.g. tags [28,18],
or automatically extracted, e.g., visual descriptors [12,26,5,23,36].

Another form of content data that can be used for video recommendation is
based on audio descriptors [38]. Very limited works have focused on investigating
such type of descriptors and their potential in representing user preferences. As
an example, in [31] the correlation between user music taste and his/her person-
ality has been discussed. Several medium and weak correlations between music
audio features and personality traits have been shown, and their results have
provided useful insights into the relationship between the personality and the
music preference. Moreover, authors in [21] have collected a dataset of movies
and television shows matched with subtitles and soundtracks and analyzed the
relationship between story, song, and the user taste. However, they have taken
a non-personalized approach and used IMDb ratings. [44] has investigated the

7 https://github.com/mhrimaz/audio-lens

https://github.com/mhrimaz/audio-lens
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effect of the movie soundtrack search volume on the movie revenue in different
time periods. It has shown that the online search volume of a movie soundtrack
has an effect on the movie revenue. [19] has investigated the relationship be-
tween the musical and visual art preferences, and the role of personality traits in
predicting preferences for different musical styles and visual art motives. Beside
this, [11] recommender system has integrated the some forms of deep learning
features as well as block-level and i-vector audio features of more than 4,000
movie trailers.

This work differs from the prior works in different aspects. In terms of dataset,
prior works extracted the audio features from movie trailers or short clips (e.g., in
[11]), while in our dataset, the audio features have been extracted from original
score soundtracks for full-length movies. Even though in [21] the authors take
a similar approach, however, their focus is not really personalization. Moreover,
we cover almost double in number of items. Second, in our experiments, we
use the recently released MovieLens25M dataset, with much larger number of
ratings. Finally, unlike previous datasets, e.g., introduced by [21,11], our data
went through extensive manual checks, and errors have been corrected with
careful expert checks.

3 Proposed Method

3.1 Data Collection Process

We did the data collection process in two phases. In the first phase, we queried al-
bums in Spotify with a specific pattern ”{movie name} (Original Motion Picture
Soundtrack) {year}”. This naming pattern is quite prevalent within the music in-
dustry, and many publisher’s releases follow this naming convention. This phase
was completely automated using the Spotify Search API 8 to find a Spotify iden-
tifier (Spotify ID) for each movie. Each Spotify ID could represent an album or
a playlist. However, there are several shortcomings to this approach. First, many
albums do not follow this naming convention (e.g., “Toy Story (Soundtrack)”).
Second, some movies do not have any related published album, whereas their
soundtrack is a playlist in Spotify. To alleviate this problem, and enhance the
quality of our dataset, in the second phase, we carefully checked each individ-
ual entry, manually. A team of 7 trained person taught to check the matching
manually. Several criteria and identifier factors have been used to check the cor-
rectness of matching. First and foremost, the album’s poster and the movie’s
poster should usually look identical or share some common elements. Moreover,
composer information and track names checked against various online resources,
including IMDb’s soundtrack section and Wikipedia. In some few cases, the de-
cision is inconclusive, which in such cases, we simply removed the entry from
the dataset. We manually checked the corresponding movie or playlist Spotify
identifier for missing popular movies with the highest number of ratings in the
IMDb platform. We decided to use IMDb since many new releases may have

8 https://developer.spotify.com/documentation/web-api/

https://developer.spotify.com/documentation/web-api/
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very low number of ratings in MovieLens25M [22] 9 dataset released on January
2019. With the advent of sophisticated signal processing techniques, automat-
ically extracting musical and vocal features from a full-length movie would be
possible for real-world recommender systems. Since this is out of the scope of
this research, we used already existed Spotify API. By having a manual checking
procedure, we are ensuring to have a high quality and error-prone dataset for
further researches.

3.2 Dataset Description

Our dataset provides a link between every movie and its corresponding sound-
track in Spotify (using Spotify ID). We found the Spotify ID for 9,104 movies.
These movies received 18,745,630 ratings from 16,254 users. For each Spotify
ID, we could find a corresponding album or playlist, which contains the number
of included music tracks. Using the unique ID, we could collect the represent-
ing audio features provided by Spotify Audio Feature API10. The following list,
briefly explains our collected audio features:

– f1 : Acousticness is a confidence measure from 0.0 to 1.0 (high confidence)
of whether the track is acoustic.

– f2 : Danceability describes how suitable a track is for dancing based on
a combination of musical elements including tempo, rhythm stability, beat
strength, and overall regularity. The value is in the range of [0,1].

– f3 : Energy is a measure from 0.0 to 1.0 and represents a perceptual mea-
sure of intensity and activity. Features contributing to this attribute include
dynamic range, perceived loudness, timbre, onset rate, and general entropy.
Typically, energetic tracks feel fast, loud, and noisy. For example, death
metal has high energy, while a Bach prelude scores low on the scale.

– f4 : Instrumentalness predicts whether a track contains no vocals. Rap or
spoken word tracks are clearly ”vocal”. The closer the instrumentalness value
is to 1.0, the greater likelihood the track contains no vocal content. Values
above 0.5 are intended to represent instrumental tracks, but confidence is
higher as the value approaches 1.0.

– f5 : Liveness shows the presence of an audience in the recording. Higher
liveness values represent an increased probability that the track was per-
formed live. A value above 0.8 provides strong likelihood that the track is
live.

– f6 : Loudness is the overall loudness of the entire track in decibels (dB)
ranging typically between -60 and 0 db. Loudness is the quality of a sound
that is the primary psychological correlate of physical strength (amplitude).

– f7 : Popularity of a track is a value between 0 and 100, and is based on the
total number of plays the track has had and how recent those plays are.

9 https://grouplens.org/datasets/movielens/25m/
10 https://developer.spotify.com/web-api/get-audio-features

https://grouplens.org/datasets/movielens/25m/
https://developer.spotify.com/web-api/get-audio-features
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– f8 : Speechiness detects the presence of spoken words in a track. The more
exclusively speech-like the recording (e.g. talk show, audio book, poetry),
the closer to 1.0 the attribute value.

– f9 : Tempo is the speed or pace of a given piece and is the overall estimated
tempo of a track in beats per minute.

– f10 : Track Duration is the duration of the track in milliseconds.
– f11 : Valence is a measure from 0.0 to 1.0 describing the musical positiveness

conveyed by a track. More positive tracks (e.g. happy, cheerful, euphoric)
have higher valence sound, while tracks with low valence sound more negative
(e.g. sad, depressed, angry).

– f12 : Key is the estimated overall key of the track. The values ranging from
0 to 11 mapping to pitches using standard Pitch Class notation 11 (E.g. 0 =
C, 1 = C-sharp/D-flat, 2 = D, and -1 if no key was detected).

– f13 : Mode indicates the modality (major is 1 and minor is 0) of a track,
the type of scale from which its melodic content is derived. Note that the
major key (e.g. C major) could more likely be confused with the minor key
at 3 semitones lower (e.g. A minor) as both keys carry the same pitches.

– f14 : Time Signature specifies how many beats are in each bar (or mea-
sure). It ranges from 3 to 7 indicating time signatures of “3/4”, to “7/4”.

3.3 Recommendation algorithm

We adopted a classical “K-Nearest Neighbor” content-based algorithm. Given
a set of users u ∈ U and a catalogue of items i ∈ I, a set of preference scores
rui provided by user u to item i has been collected. Moreover, each item i ∈ I
is associated to its feature vector fi. For each couple of items i and j, the
similarity score sij is computed using cosine similarity. For each item i the set
of its nearest neighbors closer that a specified threshold NNi is built, Then,
for each user u ∈ U , the predicted preference score r̂ui for an unseen item i is
computed as follows

sij =
fi

T fj
fifj

and r̂ui =

∑
j∈NNi,ruj>0 rujsij∑
j∈NNi,ruj>0 sij

(1)

3.4 Baselines

We have compared our proposed recommendation technique (AudioLens) against
recommendation based on a range of automatic and manual features. For auto-
matic features, that can be used in cold start situation, we considered recom-
mendation based on Musical Keys and Visual features. Musical keys can
be also collected from Spotify and be a informative descriptor of the musics
composed for movies. Visual features is a novel form of content descriptors that
has been shown to be effective in cold start situation. In our experiment, we

11 https://en.wikipedia.org/wiki/Pitch_class

https://en.wikipedia.org/wiki/Pitch_class
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used a recent dataset MA14KD 12 that have shown promising results in recom-
mender systems [16]. In addition, we combined both audio and visual features
and formed Hybrid features in order to compare the recommendation based
on these features used individually or in combination. All of these features can be
extracted automatically and adopted for recommendation in cold start situation.
For the sake of comparison, we consider recommendation based on manual Tags
which certainly need human-annotation and may be missing in cold start situa-
tion. However, this form of recommendation can still be included as a traditional
baseline in our experiment.

4 Experimental Result

4.1 Evaluation Methodology

For evaluation, we followed a methodology similar to the one proposed by [9]. We
used a large rating dataset, i.e., MovieLense25M with 25M ratings, and filtered
out users who have rated at least 10 relevant items (i.e., items with ratings
equal or higher than 4). This ensured us that each user has a minimum number
of favorite items. Then we randomly selected 4000 users for our experiment. For
each selected user, we choose 2 items with rating equal or higher than 4 (forming
a favorite set of items). Then we randomly add 500 items not rated by the user
to this set. After that we predict the ratings for all the 502 movies using the
recommender system and order them according to the predicted ratings. For
each 1 ≤ N ≤ 502, number of hits will be the number of favorite movies appear
in top N movies (e.g. 0, 1 or 2). Assume T is the total number of favorite items
in the test set for all selected users (T = 8000 in our case), then:

recall@N =
#hits

T
and precision@N =

#hits

N · T
=

recall@N

N
(2)

In addition to these metrics, we also computed Root Mean Squared Error
(RMSE), i.e., the rating prediction error, and Coverage [38], i.e., the proportion
of items over which the system is capable of generating recommendations [24].

4.2 Experiment A: Exploratory Analysis

In experiment A, we performed a set of exploratory analysis. Due to the space
limit, we focus on reporting some interesting results we observed by analyzing
the time evolution of the audio features over the history of (sound) cinema. For
that, we computed the yearly average of every audio features for the period
of 1940 to 2020. Figures 1 and 2 illustrate the obtained results. Interestingly,
there are two opposite trends in the evolution of the audio features over time,
i.e., a positive trend (for audio features such as Energy, Danceability, and
Tempo shown in Figure 1), and a negative trend (for audio features such as

12 https://zenodo.org/record/3266236#.Xx7hLPgzako

https://zenodo.org/record/3266236##.Xx7hLPgzako
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Liveness, Acousticness, and Instrumentalness shown in Figure 2). These
trends indicate that while, over the history of cinema, the musics of the movies
have become more energetic with higher tempo (and perhaps more danceable),
at the same time, the musics are also losing their liveness, acousticness, and
instrumentalness.

Another interesting observation is that, according to our collected audio fea-
tures, the musics of the newer movies (produced after 2000) have different char-
acteristics compared to the older movies (produced before 2000). In earlier years
of cinema, the musics of the movies illustrate more diversity in terms of our audio
features. This could mean that composers have been making a more similar type
of music for newer movies. In addition, the observed trend for newer movies goes
slightly into the opposite direction compared to the older movies (e.g., see the
u-turn in figure 2-middle, around 2000s). This might be due to the fact that the
music production has encountered a big shift in 2000s with the introduction of
digital composition techniques 13. We could not present all figures for the other
audio features, due to space limit. However similar trends have been observed
for them.
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Fig. 1: Time evolution of Energy (left), Danceability (right), and Tempo (bottom)
audio features over history of cinema.

13 https://www.filmindependent.org/blog/know-score-brief-history-film-music/

https://www.filmindependent.org/blog/know-score-brief-history-film-music/
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Fig. 2: Time evolution of Liveness (top), Acousticness (left), and Instrumentalness
(right) features over history of cinema.

4.3 Experiment B: Recommendation Quality

In experiment B, we evaluated our audio-aware recommendation technique (Au-
dioLens) and compared it against different baselines, e.g, recommendation based
on other automatic features (i.e., musical key, visual features, and hybrid fea-
tures) as well as recommendation based on manual tags (see Section 3.1 for more
details). Figure 3 and Figure 4 illustrate the results.

In terms of the precision@N, as shown in Figure 3 (left), the best results have
been consistently achieved by AudioLens, i.e., our proposed recommendation ap-
proach based (automatic) audio features. The precision value of AudioLens is
0.0023, 0.0023, 0.0022, 0.0022 for recommendation sizes (N) of 5, 10, 15, and 20,
respectively. The second best approach is recommendations based on visual fea-
tures which achieves precision of 0.0017, 0.0018, 0.0019, and 0.0019 for growing
recommendation sizes of 5, 10, 15, and 20. The worst results have been achieved
for recommendation based on (manual) tags with values of 0.0008, 0.0010, 0.0011,
and 0.0012 for different recommendation sizes.

In terms of Recall@N, similar results have been observed, as depicted in
Figure 3 (right). Again, recommendation based on (automatic) audio features
(AudioLens) obtains the best results, visual features are the second best, and
again, the worst results achieved by recommendation based on tags.

In terms of RMSE, presented in Figure 4 (left), our proposed recommendation
technique based on the audio features (AudioLens) achieves superior results
compared to the other features, with RMSE values of 0.83. Recommendation
based on visual features has also obtained relatively good results with RMSE
values of 0.86. The results of the other features were not substantially different
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from each other, and indeed, despite the differences in the feature types, they
perform similarly in terms of rating prediction accuracy.

Finally, in terms of Coverage, illustrated in Figure 4 (right), all (automatic)
audio and visual features achieves the best coverage of 100%. This means that
these features can be used to cover the entire item catalog of a recommender
system. This is while recommendation based on tags achieves the worst results,
i.e., coverage of 93%.

An important observation we made is that, recommendation based on (auto-
matic) hybrid features has not achieved a superior performance compared to the
recommendation based on (automatic) audio features. This means that a com-
bining the audio and visual features will not necessarily result in improvement
on recommendation quality. This could be related to the hybridization method,
as we used a simple combination of audio and visual features, while a more
advanced feature fusion method can be expected to enhance these outcomes.

Fig. 3: Quality of movie recommendation, based on different content features, w.r.t,
Precision (top) and Recall (bottom)

5 Conclusion

This paper addresses the cold start problem by proposing a recommendation
technique based on audio features that can be automatically extracted with no
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Fig. 4: Quality of movie recommendation, based on different content features, w.r.t,
RMSE (top) and Coverage (bottom)

need for human involvement. These novel features can represent video items
when neither any rating nor any tag is available for a new video item. We have
conducted a preliminary experiments to better investigate the potential power
of these audio features in generating video recommendation and compared the
results against user tags labeled manually. The experiment has been conducted
using our new dataset with novel audio features extracted from more than 9000
movies. The results of the experiment have shown consistent superiority of these
audio features in generating relevant recommendation and hence effectively deal-
ing with the the cold start problem.

Our plans for future work includes building a mobile recommender system
with a specific design that adopts novel interface elements [8] for explaining the
audio features to the user. We also plan to elicit user-generated video content
from other video sharing social networks (e.g., Instagram). We also plan to ob-
tain the implicit preferences of music listeners through their facial appearance
using recent findings [40] that have shown correlation between peoples musical
preferences and their facial expressions [41].
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